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Modelling of early-age behaviour of cement-based materials is still a challenging task. The challenge is
implied by the extent of the knowledge on the subject which results in a variety of different models used
for simulation of cement-based materials. That is why a numerical benchmark program has been
launched within the COST Action TU1404 aiming at improvement and harmonisation of computational
prediction of early-age behaviour of cement-based materials as well as its behaviour on structural level.
This paper presents the result of the proof-of-concept stage of the benchmark.
The goal of this stage of benchmark was to compare the performance of currently used models for sim-

ulation of early-age behaviour of concrete. The participants were requested to simulate thermo-chemo-
mechanical behaviour of simple concrete elements covering adiabatic and real evolution of temperature,
shrinkage, stiffness and stresses accounting for early-age creep. The tasks were formulated based on the
experimental measurements. This stage of benchmark allowed to evaluate the influence of different phe-
nomena occurring in early-age concrete on the behaviour of early-age concrete structures, define the dis-
crepancies between experimental results and numerical simulations, as well as to indicate the weak
points in the models.
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1. Introduction

Modelling of early-age behaviour of cement-based materials is
still a challenging task. The challenge is not implied by little knowl-
edge on the subject but – in contrary – by its extent. As a result,
there is a variety of different models currently used for simulation
of CBMs. A fundamental tool for assisting the development, under-
standing and comparison of the models are benchmarking tests.
That is why a numerical benchmark program has been launched
within the COST Action TU1404 [1], which first stage is presented
in this paper. The aim of this benchmark is to improve and har-
monise computational prediction of early-age behaviour of
cement-based materials as well as its behaviour on structural level.
The benchmarking program consists of three stages [2].

Stage 1, which has already been completed, was a proof-of-
concept stage. It consisted of simple examples. The examples to
be simulated were based mostly on the published experimental
data and were fully open: the participants had access to all input
data as well as final results. The simulations focused both on mate-
rial properties and structural phenomena. In Stage 2, which is cur-
rently on-going, extended examples are studied. The main aim of
this stage is to model the results of the COST Action TU1404
Extended Round-Robin Test (RRT+) experiments [3]. The bench-
mark program will conclude with Stage 3 in which participants
are invited to join EDF Vercors 2018 benchmark [4].

This benchmark program was inspired by similar initiatives
such as [5]. The report of NAFEMS (International Association for
the Engineering Modelling, Analysis and Simulation Community),
published in 1986 was at that moment a state of the art on numer-
ical solutions of thermal problems and provided a set of bench-
mark tests for numerical thermal analysis. However, because of
significant development in numerical analysis since that time the
report no longer represents current best practice. The proposed
tasks cover only one and two-dimensional problems of general
nature. That is why the organisers of the COST TU1404 benchmark
came up with the idea to create a benchmark program dedicated to
modelling of thermal problems in early-age concrete structures.

Stage 1 of the benchmark program based on the idea of the
NAFEMS benchmark by providing a set of relatively simple tasks
of academic nature which would be easy to model but still provide
a test of the capability of the proposed models. This stage was sub-
divided into microscopic benchmarking focusing on prediction of
pure material behaviour on microstructural level (please refer to
[6] for details of this benchmark) and the herewith presented
macroscopic benchmarking focusing on simulation of structural
Table 1
Teams participating in tasks of the numerical benchmark program.

Modelling
challenge:

TASK 1 TASK 2
temperature and elastic stress development
(numerical)

temper
cube

� Temperature � Tem
� Shrinkage strain
� Young modulus
� Elastic stress

Team 1 x x

Team 2 x x
Team 3 x x

author
Team 4 x
Team 5 x
Team 6 x
Team 7 x
Team 8 x

author of the task
Team 9 x
Analysis of results F. Benboudjema L. Lacar
behaviour on the level of building components. Following a sum-
marised presentation of the preliminary results of this benchmark
in [7], the present paper focuses on a final, broader and detailed dis-
cussion of the completed benchmark. The aim of this stage was to
provide (i) basic strategies for computational simulation of early-
age behaviour of cement-based materials and structures as well
as (ii) reference examples for validation of calculation models.

The participants were requested to simulate thermo-chemo-
mechanical behaviour of simple concrete elements (including con-
crete cube and restrained frame experiment) covering adiabatic
and real evolution of temperature, shrinkage, stiffness and
restrained stresses accounting for early-age creep. The tasks were
formulated based on the experimental measurements. The paper
starts with detailed definition of the tasks, including description
of the experiment, input data, formulation of the problem and
expected output data. This section is followed by brief introduction
and preliminary comparison of the models used by participants
(thermal and mechanical models are presented separately since
all the teams used uncoupled approach). Then, the results of sim-
ulations of the three tasks with the before presented models are
shown and discussed. The main conclusions of the benchmark
close the paper. This stage of benchmark allowed to evaluate the
influence of different phenomena occurring in early-age concrete
on the behaviour of early-age concrete structures, define the dis-
crepancies between experimental results and numerical simula-
tions, as well as to indicate the weak points in the models.
2. Benchmark program

The task was to perform thermo–chemo–mechanical calcula-
tions of the 3 prepared examples. 9 teams altogether have partici-
pated in the first stage of the benchmark as specified in Table 1.
The following sections introduce in detail the tasks of the bench-
mark program. It must be emphasised that the experimental input
data were obtained in single experiments, therefore variations of
the measurements cannot be characterised neither their impact
with respect to the precision of simulations.
2.1. Task 1: modelling of temperature and thermal stress development
in a simple structure

The example was aimed at benchmarking macroscopic models
simulating temperature and stresses evolution in simple struc-
tures. This task was purely numerical.
TASK 3
ature development in a massive thermal stress in shrinkage restraining

device
perature � Temperature

� Shrinkage strain
� Young modulus
� Viscoelastic stress (creep)

x
author of the task
x

of the task
x
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Table 2
Material properties of concrete in task 1.

Property Value Unit

Volumetric thermal capacity 2.4 � 106 J/(m3�K)
Thermal conductivity 1.75 W/(m�K)
Poisson ratio 0.2 –
Coefficient of thermal expansion 10�5 1/K

Table 3
Initial and boundary conditions in task 1.

Name Value Unit

Initial temperature 20 �C
Ambient temperature 20 �C
Coefficient of thermal exchange 10 W/(m2�K)
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As input data, concrete mix design, evolution of adiabatic tem-
perature, thermal and mechanical properties (from experiments or
generated) were provided. The participants were asked to:

1. Calibrate their models to properly reproduce evolutions of adi-
abatic temperature for two initial temperatures as well as of
autogenous shrinkage and elastic properties.

2. Predict stresses in a Gauss point in homogeneous conditions
(adiabatic and 3D restraint), see Fig. 1.

Constant material properties specified in the task are given in
Table 2. Initial and boundary conditions for the numerical simula-
tion are given in Table 3. The adiabatic temperature evolution is
given in Fig. 2 for two initial temperatures. Evolutions of Young
modulus and autogenous shrinkage at 20 �C are given in Fig. 3.
(convection and radiation after linearization)

Fig. 2. Development of adiabatic temperature of concrete in task 1 for two distinct
initial temperatures.
2.2. Task 2: modelling of temperature development in a massive
concrete cube

The task was based on the publication by Azenha et al. [8]. The
aim of this task was to test the capability of the models to simulate
evolution of non-linear and non-stationary thermal fields in a con-
crete block cast and monitored within a climatic chamber. In this
experiment the environmental and materials conditions were pre-
cisely controlled. This control of the boundary conditions allows
comparing the efficiency of the material model by eliminating
any discrepancy in the simulations results that can be due to the
lack of knowledge in boundary conditions as it could be the case
in real structures.

The simulated test was performed at the University of Porto. A
concrete cube of 400 mm edge side was cast into a plywood form-
work and cured inside a climatic chamber at �20 �C temperature.
At very early ages, the cube was confined on 5 surfaces by the
formwork (one bottom and 4 lateral ones), whereas the top surface
was kept exposed to the surrounding environment. The four lateral
formwork panels were removed at the age of 8.6 h. Temperature
evolutions were measured on the surfaces (thermography, see
Fig. 4) and inside using thermocouples. For detailed information
about measurements and positioning of temperature sensors, the
reader is referred to [8].

The concrete used was made with CEM I cement; its composi-
tion is given in Table 4.

Thermal characteristics of the concrete and boundary condi-
tions are given in Table 5 in order to ensure that the calculations
can be compared with similar hypothesis. Indeed, the aim of this
case study is not to test thermal transfer models but to see the
influence of the heat release model on the thermal behaviour of
a concrete element. It is relevant to say that the data found in
Table 5 was obtained directly from [8], where a finite element sim-
ulation of the temperature development inside the cube was per-
formed and successfully compared with the corresponding
experimental data. The participants were also given results of
Fig. 1. Description of the geometry an
isothermal calorimetry performed on the tested material in various
temperatures (20, 30, 40, 50, 60 �C) to calibrate their thermal mod-
els (see Fig. 5).

The teams were asked to provide temperature evolutions at 3
thermocouples locations from casting to 1 day. The locations of
the sensors are specified in Fig. 6. One of the sensors (TP18) was
located in the core of the cube, the other (TP9 and TP3) were
located 5 cm beneath the lateral surface and respectively at mid-
height (TP9) and at 5 cm from the lower face (TP3). Temperature
evolutions in these locations are shown in Fig. 7.
2.3. Task 3: modelling development of thermal stress in shrinkage
restraining device

The task was based on the publication by Turner et al. [9]. The
aim of this task was to test the capability of the models to simulate
d boundary conditions for task 1.



Fig. 3. Time-development of Young modulus (left) and autogenous shrinkage (right) in concrete of task 1 in isothermal conditions (20 �C).

Cube

Pedesta

Camera 
viewfinde
screen

Fig. 4. Specimen and device for the measurement of temperature in the massive
concrete cube by thermography, adopted from [8].

Table 4
Mix composition of concrete used in the massive cube experiment.

Component Amount Unit

Cement (Type I 52.5R) 430 kg/m3

Limestone filler 301.5 kg/m3

Sand 1 339.7 kg/m3

Sand 2 335 kg/m3

Coarse aggregate 729.7 kg/m3

Water 193.4 kg/m3

Superplasticiser (liquid) 6.8 kg/m3

Fig. 5. Isothermal calorimetry curves for different temperatures in the massive
concrete cube experiment.
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development of stresses due to imposed shrinkage in externally-
restrained conditions.

The simulated test was performed in the restraining frame
designed and constructed at the Institute of Structural Concrete
of Graz University of Technology, shown in Fig. 8. This testing
set-up was developed for the experimental simulation of holistic
restraint stress histories and crack developments in reinforced
concrete members beginning from early age with continuous tran-
sition to service life, whereby the benchmark program concen-
trates at the current stage only on the early-age phase of one
specimen without cracking.

The specimen had dimensions of 3.7 � 0.25 � 0.25 m and the
temperature history of the hardening phase was solely induced
by the material behaviour itself under a defined insulation without
any artificial measures of heating or cooling. Thermal properties of
insulation materials are given in Table 6.

The accompanying stress history resulted purely from the
externally and passively restrained deformation behaviour due to
temperature history according to hydration heat and treatment
as well as shrinkage with respect to the evolution of Young modu-
lus as well as viscoelastic material behaviour. At the end, the stiff-
ness of the frame provides a restraining degree of 65% in the
hardened and uncracked state of the considered specimen.

The concrete used in the experiment was an OPC of C35/45
class. Composition of the concrete mix is specified in Table 7. The
thermo–mechanical characterisation of this concrete was made
at iBMB TU Braunschweig [10] and it included adiabatic tempera-
ture and mechanical properties development in time. The adiabatic
temperature curve for the analysed concrete is shown in Fig. 9
while all the relevant thermal properties of this concrete are collec-
tively presented in Table 8. Mechanical properties are collectively
presented in Table 9. The final value of shrinkage was given as
0.05‰.
The test was performed in the ambient temperature of 22 �C.
Formwork was removed after 265 h of curing. Heat transfer coeffi-
cient was advised by the authors of the task as 10 W/(m2�K) when
the concrete was in formwork and 20 W/(m2�K) for a free concrete
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Fig. 6. Locations of sensors in the massive concrete cube experiment.

Fig. 7. Temperature evolution in chosen locations in the massive concrete cube
experiment.

Table 6
Thermal properties of insulation materials used in the restraining frame experiment.

Formwork XPS Unit

Conductivity 0.24 0.06 W/(m�K)
Volumetric heat capacity 1600 100 kJ/(m3�K)

Table 7
Mix composition of concrete used in the restraining frame experiment.

Component Amount Unit

CEM III/A 32.5N Holcim 300 kg/m3

Water 145 kg/m3

Aggregates 0/16 2000 kg/m3

BV ViscoCrete-1051 PCE 3 kg/m3

Table 5
Thermal properties of concrete used in the massive cube experiment after [8].

Property Value Unit

Concrete initial temperature 26 �C
Heat capacity 2400 kJ/(K�m3)
Thermal conductivity 2.6 W/(K�m3)
Climatic chamber temperature 20 �C
Surface convective coefficient Top Boundary (‘‘free” surface) 10 W/(K�m2)

Lateral Boundaries From 0 h to 8.6 h (with formwork) 5.208
After 8.6 h (‘‘free” surface) 10

Bottom Boundary (with formwork) 5.208

Fig. 8. Restraining frame set-up” top vi

Fig. 9. Adiabatic temperature rise in concrete used in the restraining frame
experiment.
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surface, determined assuming heat exchange by convection and
radiation and taking into consideration thermal properties of the
covering material. Development of temperature, measured in the
core and at the corner of the concrete specimen, is shown in
Fig. 10 (left). The averaged measured stress in the specimen (as
ew (left) and cross-section (right).



Table 8
Thermal properties of concrete used in the restraining frame experiment.

Property Value Unit

Activation Energy(1) 46,000 J/mol
Setting time(1) 10.5 h
Heat capacity(2) 2500 kJ/(K�m3)
Thermal conductivity(2) 2.4 W/(K�m3)
Poisson’s ratio(2) 0.2 –
Thermal expansion(2) 0.00001 1/K

(1) Measured value.
(2) Re-calculated value.
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computed form load cell results and known cross-sectional dimen-
sions of the specimen) in Fig. 10 (right).

The goal of this task was to simulate temperature and stress
development in a restrained concrete sample as shown in Fig. 10.

3. Modelling strategies

The teams used different approaches to modelling development
of temperature and stresses in early-age concrete elements. All the
approaches, however, were macroscopic approaches implemented
in the FEM-based computer codes. This section introduces the
modelling challenges and briefly presents the models used by the
teams to simulate the phenomena in question.

3.1. Temperature evolution (Thermo–chemical models)

Computation of thermal fields in concrete was made by all
teams by solution of the heat balance equation:

kr � ðrTÞ þ _Q ¼ qc _T ð1Þ
where:

k – thermal conductivity, W/(m�K);
q – density, kg/m3;
c – specific heat capacity, kJ/(kg�K);
Table 9
Mechanical properties of concrete used in the restraining frame experiment.

Time [days] fcm(t) [MPa] Ecm(t) [M

1 6.6 –
2 15.5 19,633
3 19.9 –
4 24.1 25,933
7 36.7 30,450
14 44.7 34,100
28 57.8 34,133
56 58.8 –

Fig. 10. Time-development of temperature (left) and average stress (
_Q – hydration heat development rate, J/(m3�s);
T – temperature, K.

Thermal properties of concrete were always taken as constant
in time and the associated boundary conditions were modelled
by a heat flux ~q across the boundaries:

~q ¼ hðTb � TaÞ ð2Þ
where:

h – heat transfer coefficient, W/(m2�K). Heat exchange by con-
vection and radiation (after linearization) was considered
expressed with a single coefficient taking also into account
the effect of covering materials (whenever relevant);
Ta – ambient temperature, �C (K);
Tb – temperature at the boundary, �C (K).

The teams used different functions for modelling heat
generation.

Teams 1 and 9 used an equivalent time approach for the heat
generation function (teq after [11]):

teq ¼
Z

exp
A
R
� 1

293
� 1
273þ TðtÞ

� �� �
dt

with A ¼ maxfEa; Ea þ 1470 � ð20� TðtÞÞgwhere: Ea/R – activation
energy, 1/K.
Pa

rig
Team 1
]

ht) in concre
Heat generation function after [12]:

QðtÞ ¼ Qmax � exp b � ln 1þ teq
sk

� �an o
where:

Qmax – theoretical value of the total hydration
heat with respect to the end value of the form
function reached by the parameter set, J/m3;
a, b, sk – fitting parameters.
Ect(t) [MPa] fctm(t) [MPa]

– –
26,700 1.55
– –
31,400 –
35,600 2.90
– 3.33
41,300 3.90
– –

te specimen in the restraining frame experiment.
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Team 9
 Heat generation function with parameters fitting
acc. to [13]:

QðtÞ ¼
aQ �Q1�facQ �c�se;Q �exp � se;Q

teq

� �aQ
h i

� se;Q
teq

� �aQ �1

t2eff

þ
aQ2 �Q1�ðfacQ�1Þ�c�se;Q2 �exp � se;Q2

teq

� �aQ2
h i

� se;Q2
teq

� �aQ2�1

t2eq

where:
Q1 – total hydration heat, J/m3;
c – amount of cement in the mix, kg/m3;
se;Q , se;Q2 – fitting parameters, h;
aQ , aQ2, facQ – fitting parameters, [–].
Teams 2 and 7 used the affinity approach for the heat generation
function based on the degree of hydration:

_Q ¼ _a � Qpot ¼ Qpot � ~ArefðaÞ � exp � Ea

RT
1
T
� 1
Tref

� 	� 	
ð3Þ

where:
Qpot – total hydration heat for a theoretical complete hydration,
J/m3;
Ea/R – activation energy, 1/K;
T – concrete temperature, K;

Tref – reference temperature used for determination of ~Aref [K];
~Aref – affinity law, 1/s.
Team
2

Affinity law after [14]:
~A25ðaÞ ¼ B1

B2
amax

þ a
� �

amax � að Þ exp �g a
amax

� �
where:
~A25 – chemical affinity at 25 �C, 1/s;

a and amax – degree of hydration and ultimate
degree of hydration, [–];
B1, B2 – fitting parameters; 1/s, [–];
g – microdiffusion of free water through formed
hydrates, [–].
Team
7

Affinity law after [15]:
~ATref

¼ K � a�Cc0
W � exp � 1

n � 1
rk
� a
ð1�aÞ �

RVh=a

W�/
� �nh i

where:
~ATref – chemical affinity at the reference tempera-
ture, 1/s;
K – global kinetic constant, 1/s;
n, rk – fitting parameters, (dimensionless);
W – water content in the paste, m3/m3;
/ – porosity of the paste, m3/m3;
Cc0 – initial cement content in the paste, m3/m3;
RVh=a – represent the volume of hydrates produced
by the hydration of 1 m3 of anhydrous cement, m3

hydrates/m3 anhydrous cement reacting.
Teams 3, 5, 6 and 8 also used the affinity approach for the heat gen-
eration function but based on the degree of reaction:

_Q ¼ _r � Qmax ¼ Qmax � ~ArefðrÞ � exp � Ea

RT
1
T
� 1
Tref

� 	� 	
ð4Þ

where:
Qmax – maximal hydration heat at the end of the test, J/m3;
Ea/R – activation energy, 1/K;
T – concrete temperature, K;

Tref – reference temperature used for determination of ~Aref [K].
Team 3, 5, 6
and 8
Affinity law after [16]:
~A20ðrÞ ¼ Af ðrÞexp � Ea

293�R

 �

where:
~A20 – chemical affinity at a reference tem-
perature of 20 �C, 1/s;
A – rate constant, J/s�m3;
r – degree of reaction considered as the
ratio between the heat Q released up to
time t and the total heat Qmax released at
the end of the test;
f(r) – normalised function for heat identify
on isothermal calorimetry or (semi-)
adiabatic tests.
Finally, Team 4 used a simpler approach by neglecting the thermal
activation of hydration kinetic.
Team
4

Time-dependant heat generation function [17]:
QðtÞ ¼ Qmaxð1� expð�k � tnÞÞ
where:

Qmax – theoretical value of the total hydration heat
with respect to the end value of the form function
reached by the parameter set, J/g;
t – age of concrete, hours;
k, nq – fitting parameters, [–].
3.2. Thermal–shrinkage stress evolution (mechanical models)

Stress calculations were made in tasks 1 and 3, so the presented
mechanical models are limited to the teams who participated in
these tasks.

In all the approaches thermal strains were treated as imposed
volumetric strains and computed based on the pre-determined
temperature change:

eT ¼ aTT1

where:
aT – thermal dilation coefficient, 1/K; constant value has been
applied by all teams.
1 – a unit tensor.

Analogically, shrinkage strains were also modelled as imposed
isotropic free strains. Shrinkage strains were limited to autogenous
shrinkage. The teams used different functions to model autogenous
shrinkage, although all of them were related to heat release
(expressed with the equivalent age of concrete, teq). Teams 4 and
7 participated only in task 2 where no mechanical analysis was
performed so they are not presented in the following list.
Team 1
 ecaðtÞ ¼ eca;1
amax

� exp b � ln 1þ teq
sk

� �an o
where:

amax – maximum degree of hydration, [–];
eca;1 – ultimate value of autogenous shrink-
age strain, lm/m;
teq – equivalent age of concrete, h;
a, b, sk – fitting parameters. [–], [–], h;
Team 2

ecaðteqÞ ¼ eca;1 � 1þ sau

teq

� �w=c=0:38
� ��4:5

where:
(continued on next page)
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Software used
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eca;1 – ultimate value of autogenous shrink-
age strain, lm/m;
teq – equivalent age of concrete, days;
sau ¼ ð w

c
0:38Þ

3
with w/c being the water-to-

cement ratio;

Team 3
 The autogenous shrinkage obtained

experimentally was introduced directly into the
model (with linear interpolation).
Team 5
 The autogenous shrinkage is taken proportional
to the hydration degree.
Team 6
 The autogenous shrinkage is calculated using
the framework of unsaturated porous media,
introducing capillary pressure, Biot coefficient,
evolution of desorption isotherm with respect
to hydration degree, see [18].
Team 8
 ecaðtÞ ¼ eca;28 exp s 1�
ffiffiffiffiffiffiffiffiffiffi
28

teq�t0

q� �n oh in
where:

eca;28 – value of autogenous shrinkage strain
at 28 days, lm/m;
teq – equivalent age of concrete, days;
t0 – equivalent setting time of concrete,
days;
s, n – fitting parameters. [–], [–].
Team 9
 ecaðteqÞ ¼ eca;1 � exp � se;ca
maxðteq�tsolidify ;1=tsolidifyÞ

� �acah i
eca;1 – ultimate value of autogenous shrink-
age strain, lm/m;
teq – equivalent age of concrete, h;
tsolidify – effective time at solidification, h;
se;ca – fitting parameter, h;
aca – fitting parameter, [–].
Stress development was determined with elastic approach and then
assuming creep (viscoelastic models were applied). Detailed infor-
mation about the models are collectively presented in the following
table (Teams 4 and 7 participated only in task 2 where no mechan-
ical analysis was performed):
Team 1
 Stiffness (Young modulus) evolution with function
after [19]:

EcðtÞ ¼ Ecm � ½expf�a �w=c � ðtbwes
eq � 28bwes Þg�1=3�

where:
Ecm – final value of the mean modulus of elastic-
ity, GPa;
a, bwes – fitting parameters, [–], [–];
w/c – water/cement ratio, [–];
teq – equivalent age of concrete, days.

Creep function taken according to [2] (basic creep
only), modified after [20]:

asymmetric creep in tension and compression:
u1;t ¼ 0:3 �u1;c

modification of exponent in bcðt � t0Þ with 0.17
instead of 0.3
non-linear creep under tension following [19]:
if rc > 0:8f ctk;0:05 creep coefficient is modified by
uNL ¼ u � exp 1:5 � ð rc

f ctðtÞ � 0:45Þ
n o
mulations of the massive concrete wall.

Team 1 Team 2 Team 3 Team 5

SOFiSTiK OOFEM [14] DIANA Code_Aster
Team 2
Team 6

Cast3m [18
Stiffness evolution (Young modulus) according to B3
model from concrete composition [22].
Creep according to according to B3 model from
concrete composition [22].
Team 3
 Stiffness (Young modulus) evolution obtained
experimentally was introduced directly into the
model.
Creep was modelled with aging Kelvin chains. The
parameters were obtained by fitting a DPL curve
fitted to the given experimental data.
Team 5
 EðtÞ ¼ E1ab with a ¼ h a�a0
a1�a0

iþ after [23]

where:
a – degree of hydration, [–];
E1 – maximum value of Young modulus, GPa;
a0 – percolation threshold, [–];
a1 – maximum degree of hydration, [–];
b – fitting parameter, [–].

1-stage Granger’s creep model has been used, see
[24].
Team 6
 EðtÞ ¼ E1ab with a ¼ h a�a0
a1�a0

iþ after [21]

where:
a – degree of hydration, [–];
E1 – maximum value of Young modulus, GPa;
a0 – percolation threshold, [–];
a1 – maximum degree of hydration, [–];
b – fitting parameter, [–].

A Kelvin-Voigt model which parameters depend on
the hydration degree has been used, see [18], after
[23].
Team 8
 EcðtÞ ¼ Ecm;28 exp sð1�
ffiffiffiffiffiffiffiffiffiffi
28

teq�t0

q
Þ

n oh in
where:

Ecm;28 – value of Young modulus at 28 days, GPa;
teq – equivalent age of concrete, days;
t0 – equivalent setting time of concrete, days;
s, n – fitting parameters. [–], [–].

A Burger model (Kelvin-Voigt + Maxwell in series)
which parameters depend on the hydration degree,
equivalent time and temperature has been used, see
[25].
Team 9
 Stiffness (Young modulus) evolution with parameter
fitting acc. to [11] and [26]:

Eðteff Þ ¼ E1 � exp � se;E
maxðteff�tsolidify ;1E�10Þ

� �aEh i
where:

E1 – maximum value of Young modulus, GPa;
tsolidify – effective time at solidification, h;
se;E, – fitting parameter, h;
aE – fitting parameter, [–].

An empirical function was used to describe the creep
behaviour for every loading increment in every time
increment after [20,27]:

ecreepðtÞ ¼ ecreep;1 � exp � se;creep �t0
teq�t0

� �acreeph i

decreepðtÞ ¼
ecreep;1�acreep �exp � se;creep �t0

teq�t0

� �acreeph i
� se;creep �t0

teq�t0

� �acreep

teq�t0

where:
ecreep;1 – ultimate value of creep, lm=m=MPa;
se;creep, acreep – fitting parameters, [–];
t0 – time at loading, h.
Team 8 Team 9

] Cast3m [28] Abaqus 2017 + Intel Fortran Compiler



Fig. 11. Results of parameters identification on adiabatic calorimetry for 2 different initial temperatures in task 1.

Table 11
Parameters for thermal activation used in simulation of the two adiabatic tests.

Team 1 Team 3 Team 5 Team 8

Q1t = 145 ∙ 106

[J/m3]
Ea/R = 4510
[1/K]

Ea/R = 5402
[1/K]

Q1t = 175 ∙ 106

[J/m3]
Ea/R = 4029 [1/K] Ea/R = 5081 [1/K]

Fig. 13. Task 1: Time-development of stresses (creep is not considered) in adiabatic
(initial temperature of 20 �C) and full restraint conditions.
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4. Results and discussion

4.1. Task 1: Modelling of temperature and thermal stress development
in a simple structure

4.1.1. General information on modelling approach
Detailed information on the modelling tools are collectively

presented in Table 10.

4.1.2. Parameters identification: hydration and heat
Adiabatic calorimetry curves for two initial temperatures

(results come from [29]) were given and allowed the teams to
identify activation energy, heat release and hydration rate
parameters.

All the teams took into account thermo-activation of the hydra-
tion process and were able to reproduce quite correctly the rise of
adiabatic temperature for 2 different initial temperatures (see
Fig. 11). Therefore, any differences for the next simulations should
come from the mechanical models.
Fig. 12. Results of parameter identification on Young modulus and autogenous shrinka
For Teams 1, 3, 5 and 8, the activation energy is given in
Table 11. It may be surprising that a wide range of activation ener-
gies has been found by inverse analysis (4029–5402 K�1) although
a good fit has been obtained for the adiabatic temperature.
4.1.3. Parameters identification: autogenous shrinkage and Young
modulus

Prediction of stresses evolution in massive concrete structures
depends highly on the prediction of temperature, but also Young
modulus and autogenous shrinkage (amplitude and kinetic).
ge (Team 3 is not reported since they used experimental evolution as input data).



Fig. 15. 2D FE model of the massive concrete cube (formwork over whole time)
experiment of Team 4 (meshing step 5 mm).

Fig. 14. FE models of the massive concrete cube experiment of Teams 1, 2, 3 and 7
based on the model of Team 1 (different meshing used by the teams).
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As it can be seen in Fig. 12, depending on the adopted model,
some teams were not able to properly reproduce the evolution of
Young modulus and/or autogenous shrinkage with respect to time
at 20 �C (Teams 2 and 6 for the Young modulus; Teams 1 and 2 for
the autogenous shrinkage). Besides, Team 1 did not assume a zero
Young modulus before the setting time, which could lead to the
rise of stresses too rapidly. Therefore, for the further comparison
Table 12
Details of numerical simulations of the massive concrete cube experiment.

Team 1 Team 2

Software used SOFiSTiK OOFEM [14]
FE idealisation � regularly meshed 8-node volume elements

� thermal boundaries over 2D elements at the sur
� ¼ of the specimen (double symmetry)

see Fig. 14
regarding stresses, Teams’ 1, 2 and 6 contribution should be
regarded carefully.

4.1.4. Results of the case study
This case study (see Fig. 1) considers homogenous state of tem-

perature, strain and stress. 3D calculations in full restraint condi-
tions with adiabatic temperature rise are considered (initial
temperature of 20 �C). Finite difference (FD) solution can be
obtained (parameters fitting of Team 8 has been used) and will
be compared to the results of other teams, in the case when creep
is not considered.

The stresses evolutions are given in Fig. 13 and include the
results of numerical simulations performed by the teams com-
pared with the Finite Difference solution (creep is not considered).

About 5 MPa of maximal differences is obtained between the
teams (except for Team 5 who predicts too much compressive
stresses), although some scattering has been observed regarding
the reproduction of the Young modulus and autogenous shrinkage
evolutions. Team 6 proposed too rapid plateau for the Young mod-
ulus, lower than reference values, which is consistent with the
lower predicted value of compressive stresses. However, Team 1
predicted too large value of autogenous shrinkage, which is not
consistent with higher value of predicted compressive stresses.

4.2. Task 2: modelling of temperature development in a massive
concrete cube

4.2.1. General information on modelling approach
Detailed information on the modelling tools and assumptions

for FE models are collectively presented in Table 12.

4.2.2. Parameters identification
Isothermal calorimetry curves at different temperatures were

given and allowed the teams to identify activation energy and
kinetic model parameters for Teams 1, 2 and 7, the activation
energy and the affinity law for Team 3, and the kinetic model
parameters for Team 4 (see Table 13).

The results of the fitting for all teams are given in Fig. 16. Sev-
eral remarks can be made on the fitting made by different teams.

As Team 4 did not consider thermal activation, the heat devel-
opment is the same for all temperatures. Team 4 decided to fit their
kinetic parameters on the one observed at 30 �C ad 40 �C. We will
see on the cube temperature that this choice was guided by the fact
that the temperature observed in the cube was around 40 �C
between 3 h and 8 h when the kinetic was high.

Teams 1, 2, 3 and 7 give quite similar results, with an ‘‘equiva-
lent time approach” for Team 1, and with a ‘‘hydration (or reaction)
degree approach” for Teams 2, 3 and 7. For Team 2 we can observe
an overestimation of the heat released for the test at 60 �C after 12
h. This would be without consequences on the application to the
cube presented in Section 4.2 because after 12 h the temperature
in the cube is mainly governed by the cooling through the surfaces
(as it can be observed in Figs. 18 and 19).

Teams 2, 3 and 7 used an affinity law based on hydration degree
but some differences can be noticed on the results of isothermal
calorimetry. Results obtained by Team 3 for 60 �C are slightly
Team 3 Team 7 Team 4

DIANA Cast3m [30] ELCUT (QuickField)
� 2D model

faces

see Fig. 15



Fig. 16. Results of parameter identification on isothermal calorimetry for massive concrete cube simulation.

Table 13
Parameters for kinetic law and thermal activation used in simulation of the massive cube experiment.

Team 1 Team 2 Team 3 Team 4 Team 7

Qmax = 440 [J/g] Qpot = 500 [J/g] Qmax = 383 [J/g] Qmax = 315 [J/g] Qpot = 450 [J/g]
Ea/R = 5713 [1/K] Ea/R = 5653 [1/K] Ea/R = 5715 [1/K] n = 2 Ea/R = 5000 [1/K]
a = -2.25 B1 = 0.0002916 [1/s] A = 1.21∙106 [J/(s�g)] k = 0.02 K = 3.16∙104 [1/s]
b = -6.15 B2 = 0.0024229 and f(r) identified by inversed analysis rk = 2.00
sk = 6480 [s] amax = 0.875 n = 0.24

g = 5.554 RVh/a = 1.85
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Fig. 18. Core temperature from casting to 1 day in a massive concrete cube.

Fig. 17. Adiabatic temperature evolution predicted by the model for the same
concrete as used in the massive cube experiment (assumed initial concrete
temperature of 20 �C).
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different from Team 7, who also use the affinity approach, because
the hydration is suddenly stopped (by reaching the maximal value
of the reaction degree) around 25 h after casting. It must be noticed
first that for Team 3 r is the reaction degree which reaches 1 at the
end of the reaction. For Teams 2 and 7, a is the hydration degree
which reaches the maximal value (depending on the w/c ratio,
among the others) when the reaction is stopped. For the test repro-
duced here, the maximal value is not reached by the simulation of
Teams 2 and 7 (whatever the temperature of the test) which tra-
duces the fact that it is considered still enough water for the reac-
Fig. 19. Surface temperature at mid-height (TP9) and at 5 cm from the b
tions to continue after 100 h. Regarding as the W/C ratio of the
binder used (0.45) it seems coherent to have a continuation of
reactions after 100 h even at 60 �C.
4.2.3. Results of the adiabatic simulation
To first observe the effect of the differences in the fitting results

on an idealised case, we can calculate with each model the temper-
ature evolution in an adiabatic case (totally insulated structure)
which is the maximal temperature that could be obtained with this
concrete formulation. The results are presented in Fig. 17.

In this case study (purely numerical because no adiabatic
calorimetry results were available for this concrete) the influences
of the difference between the models and of calibration choices
made by the teams are emphasised.

First, for the results of Team 4 who did not take into account
thermal activation, the approximate calibration made on 30 �C
and 40 �C isothermal calorimetry does not allow correct prediction
of the adiabatic temperature. The kinetic of hydration is stopped
around 20 h and the maximal temperature reached is only 75 �C
while the other models give around 85–90 �C. This simplified
approach can be sufficient if the parameters are identified on a
specimen subjected to similar temperature history (isothermal
calorimetry for thin structures and adiabatic calorimetry for large
ones) but cannot be used to predict very different thermal history
than the one used for the fitting.

The other teams (1, 2, 3 and 7) obtained quite similar results.
Team3 obtains the lower temperature (between these 4 teams).
It comes from the fact that with the affinity law fitted on the
isothermal calorimetry, the maximal hydration degree is obtained
around 30 h at 60 �C (as it can be seen in Fig. 22). In this adiabatic
test, as the temperature quickly reaches values higher than 60 �C,
the maximal hydration degree is reached around 20 h and no more
heat is released after this date. Team 2 obtain the higher tempera-
ture which can be related with the overestimation of the heat
release also observed on the calorimetry performed at 60 �C
(Fig. 16).
4.2.4. Results of the case study
The results in terms of temperature evolution at 3 defined loca-

tions are given in Figs. 18 and 19.
When applied on the cube, Teams 1, 2, 3 and 7 obtained quite

exactly the same results. This is not surprising if we note that
the calibrations on the intermediate temperatures were very sim-
ilar (see Fig. 16) and that the boundary conditions were exactly the
same. The results are also very close to the experimental
measurements.
ottom face (TP3) from casting to 1 day in a massive concrete cube.
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Concerning the results of Team 4 we can see that, contrary to
the results on adiabatic test, the temperature obtained here during
the heating period (from 0 to 0.4 days) is similar to the one
obtained by the other teams. The calibration of their kinetic law
on intermediate position between 30 �C and 40 �C seems to com-
pensate here for the fact that a simplified model was used neglect-
ing the activation energy. The main differences are obtained later,
during the cooling period, and are due to the fact that the form-
work removal was not considered.
Table 15
Parameters for heat generation functions used in simulation of the restraining frame expe

Team 1 Team 2

Qmax = 104,000 kJ/m3 Qpot = 420 J/g
a = �0.8486 B1 = 0.0002707
b = �0.0315 B2 = 0.0007
sk = 1770 h amax = 0.85

g = 6.7

Table 14
Details of numerical simulations of the restraining frame experiment.

Team 1
Software used SOFiSTiK

FE idealisation (see Fig. 21) � regularly meshed
� thermal boundari
� mechanical bound
� ¼ of the specimen

Ac

Fig. 20. Idealisation of the restraining frame experiment for mech

s

Fig. 21. FE model of the restraining frame experiment based on th
4.3. Task 3: modelling development of thermal stress in shrinkage
restraining device

4.3.1. General information on modelling approach
All three teams used commercially available software to imple-

ment the model for numerical simulation of the benchmark exper-
iment. Detailed information on the modelling approaches are
collectively presented in Table 14.
riment.

Team 3

Adiabatic curve was introduced directly in
the model (internal computation of an
Arrhenius function inside the processor
based on the provided Ea)

Team 2 Team 3
OOFEM [14] DIANA

8-node volume elements
es over 2D elements at the surfaces
aries over node supports as well as springs
modelled (double symmetry)

lc kF

anical analysis. Ac = 0.25 � 0.25 m, lc = 3.7 m, kF = 1053 MN/m.

-

e model of Team 1 (different meshing used by other teams).
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The FE models included both concrete specimen as well as
formwork and insulation materials for proper simulation of
thermal fields. For stress simulation, as ¼ of the specimen was
modelled, in the symmetry planes all the surfaces were fixed in
normal direction. In the longitudinal direction, one end of the spec-
imen was fixed. whereas at the other end a spring support in the
normal direction was introduced with kF = 1053 MN/m (the value
was specified by the frame designer); the scheme is shown in
Fig. 20.

4.3.2. Results of thermal analysis
Concrete thermal properties were assumed by all teams as

specified in the description. The functions for modelling heat gen-
eration were calibrated to fit the provided adiabatic temperature
curve. Details are given in Table 15.

Heat transfer coefficient hwas taken as specified in the descrip-
tion as well as the ambient temperature Ta which value was equal
to 22 �C. Thermal properties of the insulation materials were
assumed as specified in the description (Table 6). In symmetry
planes adiabatic conditions were considered.

Fig. 22 presents temperature development obtained in simula-
tions of the teams. It must be noted that all teams obtained the
maximum temperature to occur earlier than in the experiment.
Team 1 was the closest to obtain the maximum temperature value.
On the other hand, Team 2 and 3 were able to better simulate the
kinetics of the process (heating phase). However, cooling of the
specimen began too early and the maximum temperature was
underestimated. What must be emphasised is that the drop of tem-
perature due to formwork removal has been well detected by all
Fig. 22. Simulation of temperature development (left) in the core and (righ

Fig. 23. Overestimation of temperature development (left) in the core and (right) in th
application of simplified boundary conditions.
teams. It can be said that the temperature development was repro-
duced on a satisfactory level. The deviations of temperature in the
range of 0.2–2.5 �C are acceptable given the actual precision of
measurements – temperature sensors may easily have deviations
of 1–2 �C.

The importance of discrete modelling of insulation for a speci-
men of such a small cross-section was revealed in preliminary sim-
ulations. Initially, the presence of insulation was modelled by
introduction of a reduced value of the heat exchange coefficient
(which value was computed to be h = 0.5 W/(m2�K)). As it can be
noticed in the diagram in Fig. 23, which presents the results of such
simulation made by Team 1, the temperatures obtained in simula-
tions are much higher than in reality. The reason is the significance
of heat storage in the formwork and insulation in the present case,
where the temperatures in the interior are significantly affected by
the surface conditions – even if the simulated temperature history
is comparable to thick members. In the beginning of the warming
phase additional losses due to the outflow of heat into the form-
work and insulation system occur according to the temperature
of the specimen. Moreover, the temperature history at the temper-
ature maximum is somewhat delayed due to the stored heat in
formwork and insulation. A realistic simulation of both requires a
discrete modelling of formwork as well as insulation with addi-
tional elements.
4.3.3. Results of stress analysis
Thermal strains were computed with the specified value of

coefficient of thermal dilation aT = 10 � 10�6. Shrinkage strains
t) in the corner of the specimen in the restraining frame experiment.

e corner of the specimen in simulation of the restraining frame experiment due to
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were computed with the ultimate value of eca;1 ¼ 0:05 and time-
development as specified in Table 16.

Stress development was determined with viscoelastic models.
Detailed information about the applied values of the Young modu-
lus and creep functions are given in Table 16.

Fig. 25 presents average stress development in the simulated
restrained specimen. The best compliance was achieved by Team
1. Comparatively good results were obtained by Team 2, especially
concerning the level of compressive stresses and tensile stresses
Table 16
Parameters for mechanical models for simulation of the restraining frame experiment.

Team 1 Team 2

Shrinkage strain (see Fig. 24 left)
a, b and sk as in Table 15. Shrinkage development related

equivalent age and material com
w/c
amax ¼ 0:85

amax ¼ 0:95

Young modulus (see Fig. 24 right)
a �w=c ¼ 6:25 � 0:48 = 3.0

bwes ¼ �0:8
The parameters of B3 model for
creep q1-q4 are estimated from
composition of concrete mixtur
compressive strength (fc, w/c, a

Creep
RH = 60% sealed conditions
h0 = 12.5 cm

Fig. 24. Autogenous shrinkage strain (left) and Young modulus (right) dev

Fig. 25. Simulation of viscoelastic (left) and elastic (right) st
while in formwork. The stresses in a member after formwork
removal are, however, overestimated, which is also the case for
Team 3. Comparing the results of elastic calculations, which are
not affected by the creep model used, it appears that the obtained
results are very similar. The differences most probably results from
the differences in the values of thermal and shrinkage strains as
well as in the Young modulus development – these discrepancies
superpose during the modelling process. Nevertheless, it is evident
that the applied creep function and calibration of its parameters
Team 3

to
position

Linear relation between the hydration
degree and shrinkage with eca (a=1) =
0.5‰

basic
the
e and
/c)

Measured values directly implemented

RH = 60%
h0 = 12.5 cm

elopment applied in simulation of the restraining frame experiment.

ress development in the restraining frame experiment.
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has the most significant influence on the values of stresses
obtained in numerical simulation.
5. Conclusions

The following conclusions can be drawn from this stage of the
benchmark program:
5.1. Conclusions concerning prediction of thermal behaviour

1. As it was expected, tasks 1 and 2 confirmed that it is crucial to
consider the activation energy while simulating the tempera-
ture evolutions in concrete at early ages. It was shown that even
if the activation energy (used to simulate this thermal activa-
tion) slightly differs (14% for task 2), the combined identifica-
tion of Ea and the affinity leads to good prediction of
temperature evolution in thermal conditions which can be
slightly different from the ones used to identify model’s param-
eters (this was observed also in [31]). Some differences can
appear in the case of the simulation of adiabatic temperature
rise with models identified on isothermal calorimetry (task 2)
but they are linked to the a misprediction of the final hydration
degree (that is obtained too soon in some cases).

2. Tasks 2 and 3 also confirmed that the good reproduction of the
surface temperatures is highly conditioned by a precise mod-
elling of the boundary conditions. In particular it was shown
that in the case of thin formwork with no insulation (task 2),
an equivalent is sufficient to model the effect of formwork.
But in the case of an important insulation (task 3), the satisfac-
tory simulation of temperature history requires discrete mod-
elling of formwork and insulation with additional FE
elements. This is due to the significance of heat storage in these
thick insulation materials compared to the heat storage of the
rather thin cross-section of the specimen.

5.2. Conclusions concerning prediction of mechanical behaviour

1. Comparison of early-age stresses showed differences even in
elastic analysis (it was especially visible in task 1). This was
caused by inaccurate reproduction of Young modulus and auto-
genous shrinkage development; setting, kinetic and amplitude
of these material properties should be predicted precisely. It
is also crucial to take into account in modelling that stiffness
of the material only starts to develop after setting, otherwise
the initial compressive stresses are overestimated which affects
further stress history.

2. As it was expected, creep had an important influence on the
magnitude of early-age stresses and even higher differences
were observed in viscoelastic analysis (task 3). What can be
concluded from this stage of benchmark is that creep is still
one of the biggest challenges in modelling of early-age concrete.
It was shown that even though the models used in this bench-
mark were validated and can reproduce experimental measure-
ments if a complete set of data is known, prediction of stresses
is still a challenge.
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